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AIOps (Artificial Intelligence for IT Operations) leverages machine learning models to help practitioners handle the massive data produced during the operations of large-scale systems. However, due to the nature of the operation data, AIOps modeling faces several data splitting-related challenges, such as imbalanced data, data leakage, and concept drift. In this work, we study the data leakage and concept drift challenges in the context of AIOps and evaluate the impact of different modeling decisions on such challenges. Specifically, we perform a case study on two commonly studied AIOps applications: (1) predicting job failures based on trace data from a large-scale cluster environment, and (2) predicting disk failures based on disk monitoring data from a large-scale cloud storage environment. First, we observe that the data leakage issue exists in AIOps solutions. Using a time-based splitting of training and validation datasets can significantly reduce such data leakage, making it more appropriate than using a random splitting in the AIOps context. Second, we show that AIOps solutions suffer from concept drift. Periodically updating AIOps models can help mitigate the impact of such concept drift, while the performance benefit and the modeling cost of increasing the update frequency depend largely on the application data and the used models. Our findings encourage future studies and practices on developing AIOps solutions to pay attention to their data-splitting decisions to handle the data leakage and concept drift challenges.
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INTRODUCTION

Large-scale software systems like Amazon Web Service are proliferating in both size and complexity. Meanwhile, operations of these large-scale systems are generating large volume of monitoring data, such as alerting signals [16], events [24], logs [31], and resource usage monitoring data [91]. It has become increasingly challenging for practitioners to collect, manage, analyze, and leverage such big operation data. Therefore, AIOps [17, 67] has been proposed to help practitioners address the challenges in the operations of large-scale software systems. AIOps solutions leverage machine learning (ML) techniques and operation data to support various goals in software and system operations, such as node failure predictions [49, 51], job failure predictions [24, 70], disk failure predictions [5, 24, 89], and service outage predictions [16]. Many of the prior works are already adopted and used in practice. For example, Lin et al. [51] successfully applied their model on a large-scale cloud service system in Microsoft to predict failure-proneness of nodes, and Xu et al. [89] deployed their disk error forecasting approach to select healthier disks for VM allocation and live migration.

Despite the breakthroughs in ML models and their applications in AIOps, there are still challenges preventing the integration of such ML models into software systems [41], such as the challenges in model evaluation and model evolution [3, 73]. One of the main reasons is that ML experts usually focus on tuning the ML model performance instead of maintaining model behavior after deploying in the field [41]. Hence, software engineering for machine learning has become an emerging topic that aims to manage the lifecycle of machine learning models (i.e., training, testing, deploying, evolving, etc.) [3, 41, 63]. Within the lifecycle of ML models, making appropriate decisions for data splitting (e.g., splitting data into training and validation sets) is particularly challenging, even for ML experts [38, 63]. For example, ML experts highlight the importance of data splitting in ML modeling [63] and advocate the introduction of engineering processes for data splitting [38]. In particular, in the context of AIOps, ML modeling faces three data splitting (DS)-related challenges during the process of developing AIOps solutions, as shown in Figure 1.

- **Imbalanced data:** Operation data is often very imbalanced [5, 24, 49, 51, 57], which challenges AIOps modeling as the models tend to make a more accurate prediction on the majority class while performing poorly on the minority class [44, 80, 89]. Such a challenge requires the application of data rebalancing techniques (e.g., over-sampling, under-sampling, SMOTE [13], ROSE [54]) to make the modeled classes more balanced (i.e., splitting the data of different classes to achieve a better balance between the classes) [44, 80] or using cost-sensitive models [1, 15, 35].

- **Data leakage:** Prior studies (e.g., [5, 24, 57]) in AIOps randomly split operation data into training and validation data. However, such a splitting strategy may risk data leakage, i.e., leak information in the validation data that should not be available for model training into the training data, which may introduce bias and result in misleading evaluation results [39, 40, 65, 72]. For example, in a recent Kaggle competition [74], the leakage of the future information into the training features cause the model to make unrealistic good predictions that could not reflect the actual model performance in a practical setting.

- **Concept drift:** Over time, the distribution of the operation data and the relationship between the variables in the data may be constantly evolving [17, 49, 51] (a.k.a., concept drift [64, 84–86]). Concept drift may lead to obsolescence of the models trained on historical data, i.e., a model trained on outdated data may perform poorly on new data.

In this work, we study the data leakage and concept drift challenges in the context of AIOps and evaluate the effectiveness of different techniques in addressing such challenges. The challenge of imbalanced data has been extensively...
discussed in prior work [80] in the context of defect prediction, and the main findings are also applicable in the AIoPs context [51]. In particular, we perform a case study on two public operation datasets: the Google cluster trace dataset [88] and the Backblaze disk stats dataset [34], which are used in many prior AIoPs studies [5, 24, 57, 70, 71]. Based on the two datasets, we systematically evaluate the impact of data splitting decisions on prior AIoPs solutions for predicting job failures [24] and disk failures [5, 57]. We replicated the previous works’ approaches but varying the choices in different data splitting contexts (e.g., during the training or maintenance phases). We organize our work by answering the following four research questions (RQs):

**RQ1:** Can existing AIoPs solutions suffer from data leakage issues?

Data leakage is the introduction of information in the training data that should not be available for model training and can lead to the bias of model evaluation [39, 40, 65, 72]. In this RQ, we investigate the existence of data leakage issues in the context of AIoPs.

**RQ2:** What is the impact of different strategies for splitting data into training and validation datasets on mitigating the risk of data leakage?

Prior work (e.g., [5, 24, 57]) randomly splits operation data into training and validation data, which may risk data leakage and lead to bias in model evaluation. In this RQ, we thoroughly evaluate the impact of two approaches for splitting training and validation data (i.e., random splitting vs. time-based splitting) on the validity of the model evaluation.

**RQ3:** Are there concept drift issues facing AIoPs solutions?

Over time, the change in the distribution of the data and the relationship between the variables (i.e., concept drift [64, 84–86]) can negatively impact the performance of AIoPs models. In this RQ, we investigate the existence of concept drift issues in the context of AIoPs.

**RQ4:** How should we maintain and update models that are deployed in practice to mitigate the risk of concept drift?

Concept drift may lead to obsolescence of AIoPs models. In this RQ, we evaluate the impact of periodically updating the model on mitigating the concept drift issue. We also investigate the impact of different model updating frequency on the performance and cost of AIoPs models.

There are prior works that handle the data leakage and concept drift problems. However, the proposed solutions for these two problems have never been examined in the context of AIoPs. As the operational environment is constantly changing [46, 49, 51], operation data may be more likely to subject to the data leakage and concept drift issues.
In addition, the operation data is usually a mixture of temporal (e.g., log data) and spatial data (e.g., hardware configurations or software versions) [49, 51], among which the data types are generally heterogeneous (e.g., numeric, ordinal, and nominal values [24, 49, 51, 88]). The complexity of data types and distributions makes AIOps an interesting area to validate these proposed solutions. Therefore, we conduct our study to check: (1) whether the problems can exist in the AIOps context; (2) if they can, how much impact these problems would have on the AIOps applications; and (3) how existing techniques could mitigate the corresponding issues in the AIOps context. Similar to various AI4SE-related problems (e.g., bug prediction [29, 37], change recommendation [62, 68]), we are not re-inventing ML/AI techniques. Instead, we want to see whether existing ML/AI techniques can work in the AIOps context and which techniques work best in the studied problem context.

In addition, we notice that recent AIOps solutions are still using techniques that can suffer from the data leakage and concept drift problems (see Section 2.2 below for details). For example, recent studies are still randomly splitting the data to evaluate their models [5, 24, 57, 66] without considering the data leakage issue. Furthermore, even AI experts argue that a comprehensive evaluation of the different data splitting is an area to be explored from an SE perspective [38, 63]. Therefore, we reiterate over AIOps solutions to provide scientific evidence that AIOps solutions suffer from data leakage and concept drift challenges, and whether using alternative approaches (e.g., time-based splitting) could improve existing practices in the AIOps context.

The contributions of this paper are:

1. This is the first work that assesses the performance impact of various data splitting decisions on AIOps solutions. The findings and the proposed techniques in this paper can be useful to machine learning engineers or software engineering researchers interested in improving the quality and maintainability of AIOps solutions.

2. Our results show that problems like data leakage (caused by decisions during model training and evaluation) and concept drift (caused by the evolution of data) can easily appear in AIOps solutions if not being careful while deciding on various data splitting strategies. Such problems may severely impact the performance of AIOps solutions while being deployed in the field.

3. To mitigate the risks of the various problems arising from data splitting decisions, we also proposed suggested techniques and demonstrated their effectiveness in our case studies. In particular, we observe that using a time-based splitting of training and validation datasets can reduce data leakage and provide a more reliable evaluation. We also observe that periodically updating AIOps models can help mitigate the impact of concept drift, while the frequency of model updating should be cautiously considered.

**Paper organization.** The rest of the paper is organized as follows: Section 2 provides background information and discusses related work; Section 3 presents our experimental design, outlining our approach and our preparation steps for the case study; Sections 4 through 7 present our approaches and results for answering our RQs; Section 8 discusses the threats to the validity of our findings; finally, Section 9 concludes our paper.

2 BACKGROUND AND RELATED WORK

ML models are widely used in AIOps solutions (e.g., [5, 16, 24, 49, 51, 57, 70, 89]). In this section, we first discuss the data splitting-related challenges (i.e., data imbalance, data leakage, and concept drift) in the general area of Machine Learning, then we examine how prior AIOps solutions handle these data splitting-related challenges. Finally, we discuss prior studies in the area of software analytics that evaluate the impact of different modeling decisions.
2.1 Background on data splitting-related challenges

The Challenge of Imbalanced Data: Imbalanced data is a common problem in the machine learning community. It arises when one of the classes is severely underrepresented in the dataset. [32]. Imbalanced data could cause models to focus on the majority class and ignore the rare events, which heavily compromises the process of learning [44].

The machine learning community usually addresses the issue in two ways. One way is to apply data rebalancing techniques, most simply, oversampling the minority class or under-sampling the majority class. There are also approaches that blend the two sampling strategy like SMOTE (Synthetic Minority Over-sampling TEchnique) [13], and approaches that combine oversampling with the generation of artificial data like ROSE (Random OverSampling Examples) [59]. As a result, the modeled classes are more balanced and may produce more predictive models.

Other than resampling techniques that balance the sample classes, researchers also design ML models specially optimized for the imbalanced data issue by assigning distinct costs to the training samples. For example, Arya et al. [35] propose a cost-sensitive support vector machine algorithm that provides superior generalization performance compared to conventional SVM on imbalanced data; deep learning approaches can also tackle the imbalanced data problem with a weighted back-propagation [15] or a weighed form of categorical cross-entropy [1]. Besides, updatable classification algorithms can also be a viable approach in handling imbalanced data. Ming et al. [78] report that updatable classification algorithms, which update the training set incrementally to take advantage of the feedback from each run, improve the precision under some circumstances when handling imbalanced data.

The Challenge of Data Leakage: Data leakage is the introduction of information in the training data that should not be available for model training and can lead to the bias of model evaluation [39, 40, 65, 72]. The creation of such unexpected additional information in the training data would enable the models to use the future data to predict the past data [49, 51, 89], and therefore causing it to make unrealistically good predictions that could not reflect the practical performance. Leakage is a pervasive challenge in applied machine learning, causing models to over-represent their generalization error and often rendering them useless in the real world. For example, leakage of the future information into the training features are reported in many Kaggle competitions, including a recent one in a prostate cancer dataset [74]. Prior works [39, 72] suggest that when there are risks of such data leakage, time-based splitting of training and validating data splitting (i.e., splitting the data based on their time sequence) should be used over a random-based splitting strategy.

In this work, we study the existence of data leakage in the context of AIOps, which has not been explored before. We also evaluate the impact of different splitting strategies (e.g., time-based splitting) on data leakage.

The Challenge of Concept Drift: In machine learning and data mining, the distribution of the data and the relationship between the variables may evolve over time, which is known as concept drift [64, 84–86]. Concept drift may lead to obsolescence of models trained on previous data and negatively impact the performance. In order to mitigate the impact of concept drift, prior works propose approaches for detecting concept drift [26, 30, 64, 87] and handling concept drift [9, 12, 21, 28, 32, 60, 61, 77, 85]. For example, Nishida et al. [64] propose a concept drift detection method using statistical testing. It assumes that the prediction accuracy on the data from a recent time window would be equal to the overall accuracy if the target concept is stationary, and a significant decrease in the recent accuracy suggests a concept drift. When there is concept drift, aside from retraining a model from scratch, online learning updates the current model using the most recent data incrementally. Such model process input examples one-by-one and update the model after receiving each example [28]. For example, CVFDT [33] is a decision tree model that incrementally updates itself when new data becomes available and can adapt to the drifting concept.
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Time-based ensembles combine individual base models trained on data from small time periods. The intuition is that the base models trained from such small time periods can better capture the relationship between the variables, as the concept drift in a smaller period is relatively small. For example, Steet and Kim propose the Streaming Ensemble Algorithm (SEA) [77], which is a majority-voting ensemble approach that constantly replaces the weakest classifier in the ensemble with a quality measure that considers both the accuracy and diversity of classifiers in the ensemble. Cano and Krawczyk propose the Kappa Updated Ensemble (KUE) [12], which is a combination of online and block-based ensemble approaches. KUE uses the Kappa statistic for dynamic weighing and selection of base classifiers.

Other advanced techniques in handling concept drift include an enhancement of the time-based ensemble methods by Krawczyk et al. [43] that improves the model’s robustness to drift and noise by adding abstaining options to classifiers, allowing classifiers in the ensemble to refrain from making a decision if they have a confidence level below a specified threshold. Cano et al. [11] propose a rule-based classifier for drifting data streams using grammar-guided genetic programming. The model, namely evolving rule-based classifier for drifting data streams (ERulesD2S), can provide accurate predictions and adapt to concept drift while offering the full interpretability based on classification rules.

In this work, we study the existence of concept drift in the AIOps datasets using the statistical testing method proposed by Nishida et al. [64]. We also evaluate the impact of periodically updating AIOps models on the model performance, as model retraining is model-agnostic and applies to general models. We focus on the impact on the general models used in existing AIOps solutions. On the other hand, the above-mentioned approaches for handling concept drift usually only apply to specific models. For example, online models only apply to a few tree-based models (e.g., CVFDT [33], Hoeffding Tree [20]), while none of them have been applied in existing AIOps solutions for the studied applications.

2.2 Prior research on AIOps that deals with data splitting-related challenges

Prior work proposed many AIOps solutions to address various problems in the operations of large-scale software and systems, such as incident prediction [5, 16, 24, 49, 51, 57, 70, 89], anomaly detection [31, 50], ticket management [90, 91], issue diagnosis [55], and self healing [18, 19, 52, 53]. For example, Lin et al. [51] and Li et al. [49] leverage temporal data (e.g., CPU and memory utilization metrics, alerts), spatial data (e.g., rack locations), and config data (e.g., memory size) to predict node failures in large-scale cloud computing platforms. El-Sayed et al. [24] and Rosa et al. [70] learned from the trace data to predict job failures in the Google cloud computing platform. Botezatu et al. [5], Mahdisoltani et al. [57], and Xu et al. [89] leveraged disk-level sensor data and system-level events to predict disk failures in operations of large-scale cloud platforms. As illustrated in Figure 1, ML modeling, in particular, supervised learning, in the context of AIOps usually faces three data splitting-related challenges: the imbalanced data challenge in model training, the data leakage challenge in model training and evaluation, and the concept drift challenge in model maintenance. Table 1 and Table 2 list prior AIOps work that leverages supervised learning and unsupervised learning techniques, respectively. For the works using supervised learning, we summarize how they handle the three challenges in different ML modeling phases. Below, we discuss prior AIOps solutions that rely extensively on supervised ML models.

Handling imbalanced data. Operation data is often very imbalanced [5, 24, 49, 51, 57]. Therefore, AIOps solutions usually apply data rebalancing techniques (e.g., over-sampling, under-sampling, SMOTE, ROSE) to make the modeled classes more balanced and produce more accurate models [44, 80]. For example, Botezatu et al. [5] and Mahdisoltani et al. [57] use under-sampling approaches (i.e., randomly reducing the samples of the majority class) to balance the samples of failed disks and normal disks in their tasks of disk failure prediction. El-Sayed et al. [24] uses an over-sampling approach (i.e., making random duplication of the minority class) to balance the samples of failed jobs and normally
terminated jobs in their tasks of job failure prediction. Xu et al. [89] and Chen et al. [16] use the SMOTE over-sampling approach [13] to balance their classes in the tasks of disk failure prediction and service outage prediction, respectively.

This work does not explore the impact of data rebalancing techniques on AIOps solutions, as data rebalancing has been extensively discussed in prior work (e.g., [49, 51, 80]). Instead, we use an under-sampling approach to balance the classes in both our studied datasets, as done in Botezatu et al. [5] and Mahdisoltani et al. [57].

Handling data leakage. Prior studies [5, 24, 57, 66] usually randomly split the dataset into a training set and a validation set. For example, El-Sayed et al. [24] randomly split the whole Google cluster trace dataset [88] into 70% training data and 30% validation data. Botezatu et al. [5] and Mahdisoltani et al. [57] randomly split the Backblaze disk stats dataset into 80% training data and 20% validation data, and 75% training data and 25% validation data, respectively. In comparison, some prior studies use a time-based approach to split training and validation data, which ensures that the training data always occurs before the validation data [49, 51, 71, 89].

In this work, we analyze the existence of data leakage in the studied operation datasets (RQ1). Then we evaluate the impact of using a time-based splitting (i.e., considering the temporal order in the data) instead of random splitting on model evaluation (RQ2).

Handling concept drift. Existing AIOps studies usually train a static model regardless of potential concept drift [5, 16, 24, 57, 71, 91] without respecting that the operation data is constantly evolving [17, 49, 51]. However, concept drift may lead to the obsolescence of such static models trained on previous data. In order to mitigate the impact of concept drift, other prior works suggest that AIOps models need to be retrained periodically to ensure that the models are not outdated [49, 51].

In this work, we first analyze the existence of concept drift in the studied operation dataset (RQ3), then we evaluate the impact of periodically updating a model instead of using a static model on the model performance, and how the model update frequency might impact the performance and cost of AIOps models (RQ4).

2.3 Prior research on the impact of modeling decisions in the area of software analytics

Prior studies explored the impact of different modeling decisions (e.g., model evaluation decisions) on the performance of ML models used in software analytics.

Data rebalancing. Prior work studies the impact of the different data rebalancing techniques on the performance of ML models for software analytics (e.g., defect prediction) [2, 80]. Agrawal et al. [2] proposed and evaluated a data re-sampling technique, called SMOTUNED (an automatically-tuned version of SMOTE), in order to tackle the imbalanced classes in the training data. They observed a significant performance improvement when using SMOTUNED. Tantithamthavorn et al. [80] studied the impact of different class rebalancing techniques (i.e., over-sampling, under-sampling, SMOTE [13], and ROSE [54]) on the performance and interpretation of defect prediction models. They observed that data rebalancing techniques result in a higher recall and a lower precision in defect prediction, while such techniques do not impact the AUC measure. Besides, they do not recommend using data rebalancing when interpreting the models.

Model training and maintenance. Prior studies evaluate the impact of different model training decisions on the performance of ML models for software analytics [29, 81, 83]. Ghotra et al. [29] observed that using different classifiers can statistically significantly impact the performance of defect prediction models. Tantithamthavorn et al. [81, 83] showed that using different hyperparameters can lead to a statistically significant difference in the performance of defect prediction models. Ekanayake et al. [22, 23] found that software systems are subject to considerable concept drift in their evolution history, which impacts the stability of defect prediction models. In this work, we investigate the
Table 1. AIOps studies that leverage supervised learning and their data splitting-related techniques used at different modeling phases.

<table>
<thead>
<tr>
<th>Category</th>
<th>Models(^1)</th>
<th>Data type</th>
<th>Handling imbalanced data</th>
<th>Handling concept drift</th>
<th>Handling data leakage</th>
<th>Ref</th>
</tr>
</thead>
<tbody>
<tr>
<td>Job failure prediction</td>
<td>RF</td>
<td>Temporal and config data</td>
<td>Over-sampling</td>
<td>Static model</td>
<td>Random-based splitting (70%/30%)</td>
<td>Public [24]</td>
</tr>
<tr>
<td></td>
<td>LDA, QDA, LR, NN</td>
<td>Temporal and config data</td>
<td>Unknown</td>
<td>Static model</td>
<td>Time-based splitting</td>
<td>Public [71]</td>
</tr>
<tr>
<td>Disk failure prediction</td>
<td>RGF, GBDT, RF, SVM, LR, DT</td>
<td>Temporal and config data</td>
<td>Under-sampling</td>
<td>Static model</td>
<td>Random-based splitting (80%/20%)</td>
<td>Public [5]</td>
</tr>
<tr>
<td></td>
<td>RF, CART, LR, NN, SVM</td>
<td>Temporal and config data</td>
<td>Over-sampling</td>
<td>Retraining model</td>
<td>Time-based splitting</td>
<td>Private [89]</td>
</tr>
<tr>
<td></td>
<td>FastTree(^2)</td>
<td>Temporal and config data</td>
<td>Mixture of under-sampling and over-sampling</td>
<td>Retraining model</td>
<td>Time-based splitting</td>
<td>Private [49]</td>
</tr>
<tr>
<td>Node failure prediction</td>
<td>MING(^3), MING, RF, LSTM</td>
<td>Temporal and spatial data</td>
<td>Under-sampling</td>
<td>Retraining model</td>
<td>Time-based splitting</td>
<td>Private [51]</td>
</tr>
<tr>
<td>Service outage prediction</td>
<td>GBDT</td>
<td>Temporal data</td>
<td>Over-sampling (SMOTE)</td>
<td>Static model</td>
<td>Unknown</td>
<td>Private [16]</td>
</tr>
</tbody>
</table>

1 Abbreviation for model names: RF (Random Forest), LDA (Linear Discriminant Analysis), QDA (Quadratic Discriminant Analysis), LR (Logistic Regression), NN (multi-layer Neural Network), RGF (Regularized Greedy Forests), GBDT (Gradient Boosting Decision Tree), SVM (Support Vector Machine), DT (Decision Tree), CART (Classification And Regression Trees), and LSTM (Long Short Term Memory networks).

2 FastTree is a form of “Multiple Additive Regression Trees” (MART) gradient boosting algorithm.

3 MING is a hybrid approach which combines LSTM, random forest, and a learning to rank model.
concept drift problem in the AIOps context and study the impact of periodically updating AIOps models on handling such concept drift.

**Model evaluation.** Prior work also evaluates the impact of different modeling decisions on the evaluation of machine learning models [79, 80, 82]. Tantithamthavorn et al. [79, 82] evaluate different model evaluation approaches in defect predictions. They argued that $k$-fold cross-validation, which is commonly used in software defect predictions, can lead to significant bias in the model evaluation. Tantithamthavorn et al. [80] also evaluated the impact of data rebalancing approaches on model evaluation. They found that data rebalancing approaches impact the threshold-sensitive evaluation metrics (e.g., precision, recall, and F1 metrics) while such data rebalancing approaches do not impact the threshold in-sensitive metrics (e.g., AUC). Therefore, they claimed that threshold in-sensitive metrics are more appropriate when comparing the performance of different models. In this work, we evaluate the impact of different model evaluation approaches (i.e., using a random-based splitting or time-based splitting) on the evaluation of AIOps models.

# 3 CASE STUDY SETUP

We perform a case study on two large-scale public operation datasets to understand the challenges of data leakage and concept drift in the context of AIOps and evaluate data splitting strategies in handling such challenges. We first present our studied datasets in Section 3.1, then describe our experimental design, including how we preprocess the operation data, construct and evaluate the AIOps models, in Section 3.2.

## 3.1 Studied Operation Datasets

In this work, we perform our case studies on two operation datasets: the Google cluster trace dataset [88] and the Backblaze disk stats dataset [34]. For the Google cluster trace dataset, we build machine learning models to predict job outcomes (i.e., failure or not). For the Backblaze disk stats dataset, we build models to predict disk failures. We focus on these datasets in particular since they are widely studied by prior work as a case study of operation datasets [5, 24, 57, 71, 89] and they are publicly available (see Table 1). Note that we do not consider the other AIOps tasks that are shown in Table 1, such as node failure prediction, since no public dataset is available for these tasks. We also do not consider the AIOps tasks that rely on unsupervised learning techniques shown in Table 2 due to the difficulty of obtaining oracles or domain experts to evaluate the results of such tasks.

### 3.1.1 Google Cluster Trace Dataset.

The cluster data released by Google contains the trace information on a production cluster of about 12K machines in a period of 29 days for 670K jobs and 26M tasks [14]. The data features workload

---

### Table 2. AIOps studies that leverage unsupervised learning and their used techniques.

<table>
<thead>
<tr>
<th>Category</th>
<th>Model</th>
<th>Data type</th>
<th>Public availability</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Identifying incident indicators</td>
<td>CARs</td>
<td>Temporal data</td>
<td>Private</td>
<td>[52, 53]</td>
</tr>
<tr>
<td>Mining execution patterns</td>
<td>FCA</td>
<td>Temporal data</td>
<td>Private</td>
<td>[52, 53]</td>
</tr>
<tr>
<td>Identifying performance issues</td>
<td>HMRF</td>
<td>Temporal and config data</td>
<td>Private</td>
<td>[50, 53]</td>
</tr>
<tr>
<td>Events correlation</td>
<td>Nearest neighbor</td>
<td>Temporal data</td>
<td>Private</td>
<td>[55]</td>
</tr>
<tr>
<td>Identifying service problems</td>
<td>Cascade clustering</td>
<td>Temporal and config data</td>
<td>Private</td>
<td>[31]</td>
</tr>
<tr>
<td>Healing action recommendation</td>
<td>FCA</td>
<td>Temporal data</td>
<td>Private</td>
<td>[18, 19]</td>
</tr>
</tbody>
</table>

1 Abbreviation for model names: FCA (Formal Concept Analysis), CARs (Class Association Rules), and HMRF (Hidden Markov Random Field).
arrives at a cell (i.e., a set of machines that share a common cluster-management system) in the form of jobs, and each
job comprises one or more tasks, each of which is scheduled on a single machine. For confidentiality reasons, the data
is anonymized in several ways, i.e., many fields are randomly hashed, all timestamps are relative to an unknown time
point, resource sizes have been linearly transformed with an unknown function, and the semantic information about
jobs is obfuscated. Figure 2a shows the dataset schema and information provided in the Google cluster trace dataset.
The categories of metrics that we extract from the Google dataset and use in our study are further described in Table 3.

In this paper, we replicate the prior work [24] which learns from the Google cluster data to predict job failures
(i.e., terminated for any reason before successfully completed) based on the information from job submission and the
monitoring data during the first five minutes of the job execution. The Google cluster data records an event flag (e.g.,
FINISH, KILL, or FAIL) when the job status changes. We consider a job fails if its final status is FAIL, same as prior
work [24]. We then formulate the prediction of job failures on the Google data as a binary classification problem. Further
details on how we build and evaluate different classification models are provided in Section 3.2.

![Google data schema](a)

![Backblaze data schema](b)

Fig. 2. Data schema for our studied datasets. Each colored box represents a data table: the first line is the table name, and the
following lines describe the data fields. For the Google dataset, each table (e.g., machine_events) is one or multiple CSV files containing
the fields described in the box. For the Backblaze dataset, the tables are organized in a logical view while the physical data is stored
as daily snapshots of each disk’s attributes.

3.1.2 Backblaze Disk Stats Dataset. The Backblaze dataset describes the statistics of the hard drives in the Backblaze
data center and is publicly available [34]. The dataset contains daily snapshots of each operational hard drive in the
data center, including basic drive information (e.g., hard drive model, disk capacity) and SMART (Self-Monitoring,
Analysis and Reporting Technology) statistics, where SMART is a system for monitoring and early detection of errors
implemented by manufacturers on HDDs or SSDs. Figure 2b shows the dataset schema and information provided in the
Backblaze disk stats dataset. Note that the original data tables are organized as daily snapshots of the operational disks,
and we split the fields of those tables logically into configurations and SMART attributes, which are further described
in Table 3.

In this paper, we also replicated the prior work [5, 57] which learns the Backblaze dataset to predict hard drive
failures (i.e., sector error) within a given time period (i.e., one week) based on the monitoring data captured during
a period of time (i.e., one week) in the past. We consider a disk fails if it has an increase in the “sector error count” SMART attribute (i.e., observe a sector error) in the given time period, same as prior work [57]. We then formulate the prediction of disk failures on the Backblaze data as a binary classification problem. The details on how we build and evaluate different classification models are provided in Section 3.2.

3.2 Experimental Design

3.2.1 Preprocess Operation Data. In this work, we focus on the prediction of Google job failures and the prediction of Backblaze disk failures. We describe below how we preprocess the data for these two tasks.

Table 3. The types of metrics that are considered for predicting job failures in the Google dataset and disk failures in the Backblaze dataset.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Type</th>
<th>Number of metrics we used</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Google May 2011 (29 days) 670K jobs (67 GB)</td>
<td>Temporal</td>
<td>6</td>
<td>Metric values that change during the execution of a job, such as the mean and standard variation of CPU, memory, and disk space usage by a job’s task over the first 5 minutes since job submission.</td>
</tr>
<tr>
<td>Config</td>
<td>9</td>
<td></td>
<td>Configuration values that are available at the time when a job is submitted such as the requested CPU, memory and disk space, which are determined during the creation of a job.</td>
</tr>
<tr>
<td>Backblaze 2015 (12 months) 18M records (4.5 GB)</td>
<td>Temporal</td>
<td>19</td>
<td>Features that change during the usage of an HDD Disk. Two types of SMART attributes exist for Backblaze dataset: attributes whose values are accumulated over time, such as the “reallocated sectors count” and noncumulative attributes from prior time periods such as the “read error rate”. We extract both the change and the value of the last day of a one-week window as features for accumulative attributes and only the value of the last day for noncumulative attributes.</td>
</tr>
<tr>
<td>Config</td>
<td>0</td>
<td></td>
<td>Features that are related to the characteristics of a disk, such as the disk model, manufacture, and disk volume. Note that we do not use any config related feature to closely replicate prior work [57].</td>
</tr>
</tbody>
</table>

**Google Job Failure Prediction:** Similarly to El-Sayed et al. [24], we predict the job failures based on the config and temporal features described in Table 3. In the Google cluster trace data, each job has several events, which is associated with a transit (e.g., submit, schedule, evict, fail, kill, finish, lost, update) among the states (e.g., unsubmitted, pending, running, dead) in the job’s life cycle. Our target variable (i.e., job failures) is not directly available on the dataset, and we label a job as a failing job if its last record (last event) is a fail transit to obtain our target variable. Note that we remove the jobs that are not completed or whose records are lost during execution, as these jobs’ final states are unknown. We further remove the job samples that start from the last day (i.e., the 29th day), as these jobs are more likely to fail than complete before the data cutoff time (the completed jobs last longer than the failed ones), which may cause data collection bias on the distribution of failed and completed jobs. In fact, we observed a much higher job failure rate from...
the jobs starting on the last day. In the end, we successfully extracted 627K (out of a total of 670K) job samples from the first 28 days’ trace data.

**Backblaze Disk Failure Prediction:** Although Backblaze provides HDD hard drive stats from 2013 to 2019, we decided to focus on the 2015 snapshot since it is already a large dataset (over 18M lines of records). Also, newer snapshots have a different set of smart attributes, while older data (from 2013 and 2014) does not have the necessary smart attributes. We choose the same features as in prior work [57] that are described in Table 3. Similar to prior work [57], we use features in one week to predict whether there would be disk failures in the next week. For noncumulative attributes (i.e., the attributes that are not accumulated from previous time periods, like the “read error rate” attribute), we use their value on the last day of the training period as explanatory variables. For cumulative attributes (i.e., the attributes accumulated from previous time periods, like the “reallocated sectors count” attribute), we calculate the amount of increase in the one-week training period and their value on the last day of the training period. We obtained over 7M samples in the data of 2015. Each of the samples has 19 features.

3.2.2 **Build Predictive Models.** To ensure the generalizability of our experiment results, we choose a variety of models used in prior works [5, 24, 57] to predict disk failures on the Backblaze disk stats dataset and job failures on the Google cluster trace dataset. The list of models we select includes Random Forest (RF), Support Vector Machine (SVM), Classification and Regression Trees (CART), Regularized Greedy Forests (RGF), and Neural Network (NN). We select these models as they are the best-performing models in the prior studies using the same datasets [5, 24, 57]. We do not choose other models (e.g., online learning models such as CVFDT [33]) as we focus on the general approaches (e.g., model retraining) that can apply to the models used in existing AIOps solutions.

The decision-tree based ensemble model RF is among the best-performing models for predicting job failures on the Google cluster trace dataset [24] and predicting disk failures on the Backblaze disk stats dataset [57] in prior works. RGF [36] is a tree-based ensemble algorithm that employs a fully-corrective greedy algorithm to update the weights of all the leaf nodes iteratively. Unlike boosting algorithms (e.g., DBDT) that treat regression tree learners as black boxes, RGF introduces an explicit regularization term to utilize the underlying tree structures. Prior work shows that the RGF model achieves higher accuracy and smaller models than GBDT on several datasets [36]. The RGF model is also among the best-performing models for disk failure prediction in prior work [5].

We configure the models the same way as prior studies. For example, we use the configuration of 50 trees for the RF model similar to El-Sayed et al. [24], and we set 100 nodes in the hidden layer for the NN model similar to Mahdisoltani et al. [57]. We manually select the hyperparameter settings for other models (i.e., CART, RGF, and SVM) that do not have explicitly reported configurations in the prior studies. We choose the implementation in the scikit-learn\(^1\) Python package for all our models except RGF, for which we choose an implementation from the rgf-python\(^2\) package. Due to the skewness of our datasets (only 1.5% of the jobs on the Google cluster trace dataset are related to job failures, and only 0.07% of Backblaze samples are related to disk failures), we apply under-sampling on the training set for all of our five models for a ratio of 1:10, as done in Mahdisoltani et al. [57].

3.2.3 **Evaluate Model Performance.** We evaluate the performance of our models using F-1 measure (a.k.a., F1 score), Area Under Curve (AUC), and Matthews correlation coefficient (MCC), which are standard and universally used machine learning metrics. F1 score is a harmonic mean of precision and recall (we use the default threshold of 0.5). AUC measures the area under the true positive rate (TPR) false positive rate (FPR) curve and is recommended in the prior study than

\(^1\)https://scikit-learn.org/stable/
\(^2\)https://pypi.org/project/rgf-python/
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threshold-dependent measures (i.e., precision and recall) when measuring the model performance [79]. The MCC considers true and false positives and negatives and is generally regarded as a balanced measure that can be used even if the classes are of different sizes [6], which is the case of often highly skewed operation data. Table 4 shows the evaluation metrics and their descriptions.

Table 4. Evaluation Metrics and Their Descriptions.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AUC</td>
<td>Area under the ROC curve (TPR vs. FPR at different classification thresholds)</td>
</tr>
<tr>
<td>F1 score</td>
<td>$2 \times \frac{P \times R}{P + R}$, where P and R stands for the precision (i.e., $\frac{TP}{TP+FP}$) and recall (i.e., $\frac{TP}{TP+FN}$), respectively.</td>
</tr>
<tr>
<td>MCC</td>
<td>$\frac{TP \times TN - FP \times FN}{\sqrt{(TP+FP)(TP+FN)(TN+FP)(TN+FN)}}$</td>
</tr>
</tbody>
</table>

4 RQ1: CAN EXISTING AIOPS SOLUTIONS SUFFER FROM DATA LEAKAGE ISSUES?

4.1 Motivation

Data leakage is the introduction of information in the training data that should not be available for model training and can lead to the bias of model evaluation [39, 40, 65, 72]. The goal of this research question is to understand whether data leakage exists in AIOps problems. In particular, we investigate whether randomly splitting operation data for training and validating a model, which is widely used in existing AIOps research [5, 24, 57], can lead to the data leakage problem.

4.2 Approach

Randomly splitting the data into a training set and a validation set may risk data leakage in the context of AIOps (i.e., when the data samples have a temporal order), as future data (e.g., traces of 2019) may be used to train the model that predict the past (e.g., traces of 2018) [39, 40]. To investigate whether data leakage issue exists in AIOps, we compare the evaluation results of a model using a random splitting strategy with a baseline splitting strategy that predicts each sample with all the available training data in the past. Intuitively, any valid model derived from our current evaluation strategy should not achieve a better result than this baseline splitting strategy.

On the other hand, the time-based splitting strategy splits the data into the training set and the validation set based on their temporal order, as shown in Figure 3. Kaufman et al. [39, 40] suggested that time-based splitting should be used when there is a risk of data leakage. Therefore, we also compare the evaluation results of models using the time-based splitting with the models using the random splitting and the baseline splitting strategy.

The different model evaluation scenarios are illustrated in Figure 3 and detailed below.

- **Baseline splitting**: We use a baseline splitting strategy that trains a model using all the past data before predicting each data sample, which intuitively should yield better performance than other valid splitting strategies. Prior work [48] uses a similar approach to evaluate the performance of predicting log changes. Specifically, we first randomly choose $N$ samples as the testing data. For each testing sample, we build a model with all available samples (i.e., samples that have finished before the testing sample) and test the model on the current testing sample. We then combine the prediction results of all the testing samples to calculate the performance. For the Google cluster trace data, we set $N$ as 15,000; for the Backblaze disk stats data, we set $N$ as 150,000. We choose these values to ensure that we have enough samples from the minority classes.
Random splitting: In this scenario, we first randomly split the data into a training set and a validation set, then we train a model using the training set and evaluate the model on the validation set. We consider five training/validation split ratios that range from 50%/50% to 90%/10%.

Time-based splitting: In this scenario, we split the data into the training set and testing set based on the temporal order, then we train a model using the training set and evaluate the model on the validation set. We also consider the five training/validation split ratios that range from 50%/50% to 90%/10%.

Our experiment considers the prediction of job failures on the Google cluster trace dataset and disk failures on the Backblaze disk stats dataset. In order to avoid bias caused by random noise, we repeat the process ten times. As our purpose is to demonstrate the existence of data leakage in the AIOps context, we only consider the Random Forest (RF) and decision tree (CART) models. As we need to train up to 150,000 times (for the Backblaze dataset) for each model using the baseline splitting strategy, it will take a very long time (e.g., weeks to months) to train the other three models for such a large number of times. Therefore, we only consider RF and CART which can be trained faster than other models. However, we expect that the results for other models will be similar.

4.3 Results

Data leakage could exist in AIOps solutions that use a random splitting of training and validation datasets, as random splitting achieves a higher model performance than the baseline splitting strategy that leverages all the available past data. We observe that overall, models that are trained and evaluated on a random splitting have a higher performance than the baseline splitting, which indicates that the random splitting could lead to over-estimation of model performance than the baseline splitting that uses all the available past data to train a model for each data sample, as shown in Figure 4. Nevertheless, the baseline splitting strategy is usually not practical in the context of AIOps, as the AIOps datasets are usually very large, and it takes a very long time (e.g., weeks to months) to train a model for each data sample. On the Google dataset, we observe that on the RF model, all five random splitting strategies have higher performance than the baseline splitting for all three performance metrics (i.e., AUC, F1 score, and MCC). Similarly, three of the random splitting strategies (with training/validation splitting ratio 70%/30%, 80%/20%, and 90%/10%) have a higher performance than the baseline splitting for all three performance metrics on the CART model. On the Backblaze data, we observe that for both the RF and CART model, the random splitting strategies always achieve a higher AUC than the baseline splitting, while the F1 score and MCC are higher using the random splitting with splitting ratios that have a larger proportion of training data (e.g., training/validation splitting ratio 90%/10%).
We observe that all the performance metrics (i.e., AUC, F1 score, and MCC) for the models that are trained and evaluated on a random sample are statistically significantly (Wilcoxon test; p-value < 0.05) higher than the performance metrics for the models that are trained and evaluated on a time-based sample with the same training/validation split ratio. For example, the average AUC of the model with 70%/30% random splitting is 0.98 and 0.99 for the Google and Backblaze datasets, respectively, while the average AUC of the model obtained using the 70%/30% time-based splitting strategy is 0.94 and 0.91, respectively. We also observe that the evaluated performance using the time-based splitting is lower than the performance of the baseline splitting. The result fits the suggestion by Kaufman et al. [39, 40] that time-based splitting is a legitimate approach to deal with data leakage issue in the context of AIOps.

Random splitting of training and validation datasets has higher performance than time-based splitting.

We also use statistical tests to evaluate the significance of the performance difference between the random splitting strategies and the baseline splitting strategy. On the Google dataset, we find that all the performance metrics (i.e., AUC, F1 score, and MCC) for the RF models have a statistically significantly (Wilcoxon test; p-value < 0.05) higher performance on the random splitting than the baseline splitting; while on the CART model, the random splitting has a statistically higher performance only on the 80%/20% and 90%/10% training/validation ratios. On the Backblaze dataset, we find a significantly higher AUC performance for all random splitting ratios on both the RF and the CART models; for the F1 score and MCC metrics, we observe an insignificant difference on some splitting ratios. Overall, the difference indicates that randomly splitting data for training and validating a model could have introduced data leakage and over-estimated the performance of the models.

4.4 Discussion

When the data is not identically and independently distributed (i.i.d), a data splitting that does not consider the temporal order in the data would lead to data leakage [39]. Indeed, we observe that the distribution of the dependent variable (i.e., the daily Google job failure rate and the monthly Backblaze disk failure rate) changes over time, as shown in Fig. 4. Comparing the model performance when using random splitting strategies with the baseline splitting strategy. The blue horizontal line indicates the median AUC performance of the baseline splitting strategy.
in Figure 5a and Figure 5b. The Google job failure rate is fluctuating between 0.5% to 3% in most of the time span, and the Backblaze disk failure rate decreases from 0.19% in the first month to 0.02% (i.e., about 90% decrease) in the last month. The results indicate that, when using a random splitting, the training data can randomly sample from the overall distribution of the failure rate; however, in a real scenario, one can only have the knowledge of the distribution of the failure rate before the testing time. The exposure of the distribution of the failure rate after the training point can lead to data leakage.

Summary of RQ1
Randomly splitting operation data for the training and validation of a model may cause data leakage problems in AIOps solutions that impact a model’s realistic evaluation.

5 RQ2: WHAT IS THE IMPACT OF DIFFERENT STRATEGIES FOR SPLITTING DATA INTO TRAINING AND VALIDATION DATASETS ON MITIGATING THE RISK OF DATA LEAKAGE?

5.1 Motivation
In the last research question (Section 4), we proved that randomly splitting data for AIOps solutions do suffer from the data leakage problem. In this research question, we further study the impact of different training/validation splitting strategies on mitigating the data leakage challenge in AIOps solutions. In particular, we analyze the impact of random splitting and time-based splitting strategies with different splitting ratios across different models.

5.2 Approach
AIOps models are usually trained and evaluated on existing data, then deployed in the field to predict future samples that are unseen when training the models [49, 51]. When data leakage exists, the evaluated model performance would be higher than the real model performance on the field unseen data [39, 40, 65, 72]. In order to study the impact of different splitting strategies on mitigating data leakage, we simulate the real usage scenario of AIOps models and create three disjoint subsets from the available data: (1) a training dataset for training the model, (2) a validation dataset
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for evaluating the performance of the model, and (3) an unseen testing dataset for testing the model on the simulated field unseen data. We divide the whole data into two halves in the middle of the time span. For example, for the Google dataset, the first half includes data in the first 14-day, while the second half includes data in the latter 14-day. We fix the second half as the unseen testing dataset, and use different splitting strategies to split the first half data (i.e., the simulated available data) into the training dataset and the validation dataset.

Figure 6 illustrates our experiment of splitting the data, training, and evaluating the models. Similar to RQ1, our case study considers the prediction of job failures on the Google cluster trace dataset and the prediction of disk failures on the Backblaze disk stats dataset. For both time-based and random splitting, we choose the training/validation ratios that range from 50%/50% to 90%/10%. Then, we use the training data to build the machine learning models described in 3.2.2. Finally, we leverage the metrics described in 3.2.3 to evaluate the performance of the models on the validation dataset and the unseen testing dataset. The process from data splitting to model evaluation is executed 100 times for each model with each splitting strategy and splitting ratio.

Comparing the model performance on the validation dataset and the unseen testing dataset. For each splitting strategy and splitting ratio, we compare the performance of the models on the validation dataset with the performance of the same models on the unseen testing dataset. Ideally, if no data leakage exists, the evaluated performance of a model on the validation dataset should be identical to its performance on the unseen testing data. Since there is no standard approach to quantifying the magnitude of the differences between the performance metrics, we also compute Cliff’s $\delta$ between the performance on the validation set and the unseen testing data. Cliff’s $\delta$ [56] is a non-parametric effect size measure that quantifies the magnitude of difference between two groups of observations. We apply the thresholds provided by Romano et al. [69] to assess the magnitude of Cliff’s $\delta$: Negligible, $\delta < 0.147$; Small: $\delta < 0.33$; Medium: $\delta < 0.474$; Large: $\delta \geq 0.474$.

We also consider a baseline model that is trained on the whole first half data (i.e., the simulated available data) and evaluated on the second half data (i.e., the simulated unseen data), as one may deploy a model that is trained on all the available data and use it to predict future unseen samples [82].

Calculating and ranking the performance difference of different splitting strategies. We also calculate the performance difference between the validation set and the unseen testing sets on each splitting strategy and splitting ratio for each model. We name the performance difference optimism, which have been used in prior studies to represent the difference in two observations [47, 58]. For example, if the evaluated AUC of a model is 90% on the validation dataset and 80% on the unseen testing dataset, then the AUC optimism is 10%. As we repeat our experiments 100 times, we end-up with 100 optimism values for each splitting strategy and splitting ratio for each model. We then statistically
compare the 100 optimism values of each combination of splitting strategy, splitting ratio, and model. Specifically, we sort the optimism values using the Scott-Knott clustering technique \cite{75}, which ranks all the biases into statistically distinct groups with hierarchical clustering analysis. The biases within a group have no statistically significant difference (i.e., \(p\)-value \(\geq 0.05\)), while the biases across different groups have a statistically significant difference (i.e., \(p\)-value \(< 0.05\)).

5.3 Results

The time-based splitting strategy shows a more consistent performance between the validation and the unseen testing datasets compared to random splitting. Figure 7 and Figure 8 show the performance of the models that are trained and evaluated using different data splitting strategies and splitting ratios. Under a random splitting, the evaluated model performance (i.e., on the validation dataset) is less consistent with the performance of the same model on the unseen testing dataset; while when a time-based splitting is used, the evaluated model performance is more consistent with its performance on the unseen testing dataset. For example, for the Google dataset, the evaluation of the NN model receives an average AUC optimism of 0.045 with a 70%/30% random splitting. In contrast, the evaluation of the same model only receives an average AUC optimism of 0.004 with a 70%/30% time-based splitting. For models that leverage random splitting, we observe that the effect size of all the differences between the performance on the validation versus the unseen testing dataset is large. That holds for all the models, training and validation splitting ratios, and the performance metrics (i.e., AUC, F1 score, and MCC). For models that leverage time-based splitting, we observe four and three models that show a negligible to a medium effect size on at least one metric and at least one training/validation splitting ratio on the Google and Backblaze dataset, respectively.

Our Scott-Knott analysis of the performance optimism (Figure 9) shows that across all models and splitting ratios, for both the Google and Backblaze datasets, the least biased evaluation strategies (e.g., in the first ten groups) are all time-based splitting, while the most biased evaluation (e.g., in the last five groups) are all random splitting strategies. Our results indicate that the time-based splitting is more appropriate for AIOps model evaluation since it produces more consistent performance between the unseen testing data and the validation set.

The time-based splitting strategy provides a more realistic evaluation of an AIOps model when it is retrained on all the available data and applied to future unseen data. The estimated performance of a model (obtained on the validation dataset) is closer to the performance of the baseline model when leveraging the time-based rather than the random-based splitting strategy, as shown by the red line in Figure 7 and 8. For example, for the Backblaze dataset, the evaluation of the RF model with a 70%/30% random splitting has an average AUC difference of 0.08 from the baseline model, while the evaluation of the same model with a 70%/30% time-based splitting has an average AUC difference of only 0.02 from the baseline model. In some scenarios, a model may be retrained on all the available training data (i.e., the baseline model in our context) after the model evaluation \cite{82}. Therefore, the time-based splitting strategy also provide a more realistic evaluation of an AIOps model when retrained on all the available data and applied to future unseen data. On the other hand, the evaluation using the random splitting strategy may show unrealistically high performance.

Some models (e.g., CART) are more likely to produce large evaluation optimism than other models. As shown in Figure 9, the CART model with the random splitting always produces the largest optimism across all the models and splitting methods (i.e., with the biggest ranks) for both case studies. For the Google dataset, the SVM and NN models with the random splitting also produce the evaluation results that are among the most biased. In contrast, the SVM and NN models with the time-based splitting produce the least biased evaluation results. For the Backblaze
When a very large splitting ratio (e.g., 90%/10%) is used, there is more data for training and less for validation compared to other splitting ratios. Time-based splitting is the least biased. For the same model and splitting strategy, the evaluation optimism are generally consistent across different splitting ratios. However, a very large splitting ratio (e.g., 90%/10%) may cause a bigger optimism than other splitting ratios. When a very large splitting ratio (e.g., 90%/10%) is used, there is more data for training and less for validation.
Fig. 8. Performance of the models for Backblaze disk failure prediction under different data splitting strategies. The red line indicates the performance of a model trained on the first half data and tested on the second half data (i.e., the baseline model). The text above the plots shows the effect size between the performance on the validation data and the unseen testing data (letter N, S, M, and L represents negligible, small, medium, and large effect sizes, respectively). "R" in the x-axis labels stands for random splitting, and the following number is the ratio of the training data. "T" in the x-axis labels stands for time-based splitting, and the following number is the ratio of the training data.

for evaluation, which may cause severer data leakage and result in more biased evaluation results. As shown in Figure 9, for many models and splitting strategy combinations, a very large splitting ratio (e.g., CART/R90, CART/T90, SVM/R90, RF/R90 for the Google dataset, and CART/R90, CART/T90, RFG/R90, RGF/T90, RF/R90, NN/R90 for the BackBlaze dataset) produces the largest evaluation biases in all the splitting ratios under the same setting.
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5.4 Discussion

Explanation of the model performance using confusion matrices. In order to understand the performance of the models and the factors that lead to the different results of the random and time-based splitting strategies, we analyze the confusion matrices of the models when evaluated on the validation datasets. Figure 10 and Figure 11 show the confusion matrices of the best-performing RF models using the random splitting and time-based splitting with a 70%/30% training/validation ratio, for the Google and Backblaze datasets, respectively.

First, the confusion matrices explain why the models achieve a relatively higher AUC but lower MCC and F1 score. Our datasets are very imbalanced: only 1.30% of the samples in the Google dataset and 0.07% in the Backblaze dataset are positive cases. Under such an imbalanced data distribution, the models can still effectively distinguish the positive and negative cases. For example, as shown in Figure 11a, 90% (0.09% out of 0.1%) positive cases are correctly predicted as positive cases (true positive rate), while only 10% positive cases are wrongly predicted as negative cases (false negative rate). 99.73% (99.63% out of 99.90%) negative cases are correctly predicted as negative cases (true negative rate) while only 0.27% negative cases are wrongly predicted as positive cases (false positive rate). Therefore, the models achieve high AUC values. Although the true positive rate (90%) is much higher than the false positive rate (0.27%), the number of false positive cases (0.27%) is bigger than the number of true positive cases (0.09%), thus the F1 score and MCC values are relatively lower.

The confusion matrices also explain the difference between the results of time-based and random splitting. Both the true positive rate and the false positive rate of the model using the random splitting are much higher than the time-based splitting strategy. On the Google dataset, the true positive rate and the false positive rate on the random splitting are 0.98% and 0.94% while only 0.64% and 0.7% on the time-based splitting, respectively. On the Backblaze data, the same rates are 0.09% and 0.27% on the random splitting while only 0.05% and 0.16% on the time-based splitting. The difference can be explained by the intuition that the model using a random splitting can learn a wider range of failure patterns that evolve over time. Thus, the model tends to predict a larger percentage of positive cases. In comparison,
the model using a time-based splitting can only learn the failure patterns within the time period used for training the model. In summary, random splitting may exploit the samples from the future to increase the prediction accuracy and over-estimate the model performance.

The impact of using different model configurations. In our experiments, we reuse the hyperparameters settings from prior studies on the same datasets (e.g., the same hyperparameter settings for the NN model as in Mahdisoltani et al. [57] and the same hyperparameters for the RF model as in El-Sayed et al. [24]). For the hyperparameters that are not explicitly stated in the prior studies, we manually select for our studied models. As suggested in the prior works [76, 81, 83], hyperparameter settings can have a significant impact on the performance of prediction models. For clarification, our goal is not to build the optimal models for the studied datasets, but rather to evaluate the impact of different data splitting strategies on the model performance. As our findings are consistent across different models, we expect that the findings also apply to different configurations of the same models. To verify our expectation, we vary the hyperparameters of our studied models and examine its impact on our findings. Specifically, we conduct the same...
experiment in this RQ, except using hyperparameter settings obtained through a random search. We choose a random search rather a grid search for hyperparameter optimization because prior work reports that it is more efficient for hyperparameter optimization and it can find models that are as good as or better than a grid search [4].

By varying the hyperparameter settings using the random search, the models may achieve different performance. For example, the AUC, F1 score, and MCC of the CART model on the Google dataset using the 70%/30% time-based splitting change from 0.87, 0.45, and 0.41 to 0.92, 0.40, and 0.40, respectively. However, we observe similar findings from our studied datasets and models. Overall, the random splitting has a larger gap between the performance on the validation set and the unseen testing sets than the time-based splitting, and the performance from the time-based splitting is closer to the baseline model (i.e., the model trained on the first half of data and predicted on the second half) than random splitting. For example, the RF model with the 70%/30% random splitting on the Backblaze dataset achieves an AUC of 0.986 on the validation set and an AUC of 0.923 on the unseen testing set (i.e., the optimism is 0.063). In comparison, the same model with the 70%/30% time-based splitting on the same dataset achieves an AUC of 0.934 on the validation set and 0.927 on the unseen testing dataset (i.e., the optimism is only 0.007). The baseline model has an AUC performance of 0.923, which is closer to the validation performance using the time-based splitting.

In addition, all random splitting strategies still show a large effect size between the performance on the validation set and the performance on the unseen testing set, while some time-based splitting strategies show a medium, small, or even negligible performance difference.

### Summary of RQ2

While prior work relies on the random splitting of training and validation sets, their reported performance on the validation set could be higher than on the unseen testing data, which is a biased evaluation. The bias is particularly larger when specific models (e.g., CART) or a very large splitting ratio (e.g., 90%/10%) is used. On the contrary, the time-based splitting is more appropriate for AIoPs model evaluation since it produces more consistent performance between the validation and unseen testing data.

### 6 RQ3: ARE THERE CONCEPT DRIFT ISSUES FACING AIOPS SOLUTIONS?

#### 6.1 Motivation

In machine learning and data mining, concept drift means the change in the relationships between the variables over time [84–86, 92]. Concept drift may negatively impact the performance of a model trained from the past data when applied to the new data [84–86]. Therefore, in this RQ, we analyze the studied datasets to understand whether concept drift issues exist in the context of AIoPs. In particular, we leverage statistical analysis to measure the existence of concept drift in the studied datasets.

#### 6.2 Approach

Prior work [42, 45, 64] assumes that, given a stationary data distribution (i.e., no concept drift), a model trained on a previous time period would achieve a prediction performance (when evaluated on the next time period) that has no statistical difference from the prediction performance on the training period. We follow the same hypothesis to measure the concept drift in our studied datasets. If a model trained from the previous data shows a statistically significant performance difference on the new data, then a concept drift exists.
In our study, we use the natural time intervals (i.e., one-day periods for the Google dataset and one-month periods for the Backblaze dataset) to split the data into different time periods. We choose such a time window size as prior works have applied similar update strategies. For example, Lin et al. [51] update their model deployed in a production cloud service system with data from a one-month window. Similarly, Li et al. [49] consider retraining their model periodically and they also apply a one-month window. Also, Xu et al. [89] perform a daily model update with the data in a 90-day sliding window. We conduct our experiment as follows:

1. For each time period, we train a model using the data from that time period and test the same model using the next time period’s data to measure the prediction error rate.
2. We then compute the statistical difference between the model’s prediction error rate on the training time period and its prediction error rate on the testing time period, similar to prior work [45, 64]. However, these studies [45, 64] do not explicitly explain how they measure the prediction error rate on the training time period. Thus we follow prior work [42, 86] and use 10-fold cross-validation on the training time period to measure the prediction error rate on the training time period.
3. Similar to prior work [45, 64], we use a two-proportion Z-test to compute the statistical difference between the model’s prediction error rates in the training and testing time periods, which is described as follows:

\[
Z = \frac{(\hat{p}_2 - \hat{p}_1) - 0}{\sqrt{\hat{p}(1 - \hat{p})(\frac{1}{n_1} + \frac{1}{n_2})}}
\]  

where \(\hat{p}_1\) is the prediction error rate in the training time period, \(\hat{p}_2\) is the prediction error rate in the testing time period, \(\hat{p}\) is the overall prediction error rate, and \(n_1\) and \(n_2\) are the number of samples in the training time period and the testing time period, respectively.
4. We then determine the significance level (i.e., \(p\)-value) from the Z-test. When the \(p\)-value is less than 0.05, we reject the null hypothesis (i.e., \(\hat{p}_1 - \hat{p}_2 = 0\)) and consider the alternative that there is a concept drift between the two time periods.
5. To understand the magnitude of the concept drift between two adjacent time periods, we also calculate the relative difference between the prediction error rates in the training and testing time periods ((\(\hat{p}_2 - \hat{p}_1\))/\(\hat{p}_1\)).

6.3 Results

Concept drift exists in the operation data. Figure 12 describes the concept drift in different time periods of the studied datasets. We observe that many of the time periods show a concept drift from its previous period. For example, on the Google dataset, the RF, NN, and CART models indicate that 70% (19 out of 27) time periods exhibit concept drift, and the CART and SVM indicate 18 and 17 periods with concept drift, respectively. On the Backblaze dataset, the CART model shows that all 11 time periods have concept drift from the previous time periods, while the other four models (i.e., RF, NN, RGF, SVM) indicate that 5, 4, 6, and 4 out of the 11 time periods exhibit concept drift, respectively. The different number of concept drift detected by different models may be because different models have different sensitivity to the evolution of the data. For example, comparing the CART and RF model, the CART model may be more sensitive to the specific patterns in each period of data (i.e., more vulnerable to over-fit), while the RF model can better learn the general patterns [7] thus it is less sensitive to the specific changes in the data across different time periods.

Aside from having a larger portion of time periods showing concept drift, we also notice that the Google dataset shows a higher level of concept drift than the Backblaze data. For example, on our studied models (i.e., RF, NN, CART,
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6.4 Discussion

We also conduct experiments on the relationship between the variables and find that the existence of concept drift may be explained by the fact that the relationship between the variables in the operation data evolves over time. Figure 13 shows the Spearman correlation between each pair of variables that have at least a moderate correlation (i.e., $\geq 0.4$ or $\leq -0.4$) in one time period. We consider the Spearman correlation because it does not require the data to be normally distributed (the Shapiro-Wilk test of normality shows that the variables in our datasets are not normally distributed). For the Google dataset, the correlations between the explanatory variables fluctuate dramatically over time. For example, the correlation between the variable Scheduling Class and the variable CPU Requested changes from very week in one time period to moderate in another time period. For the Backblaze dataset, the correlations between the explanatory variables show more gradual changes over time. For example, the correlation between the

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure12}
\caption{Concept drift between consecutive time periods in the studied datasets. A green symbol indicates a concept drift between a time period with the previous time period (i.e., $p$-value < 0.05 in the Z-test); while a red symbol indicates no concept drift between a time period and the previous time period (i.e., $p$-value $\geq 0.05$ in the Z-test).}
\end{figure}

RGF, SVM), the consecutive time periods in the Google dataset exhibit a relative error rate difference of up to 2.2, 1.8, 1.2, 3.0, and 2.6 while the values are only 0.7, 0.7, 1.8, 0.5, and 0.3 on the Backblaze data, respectively.
Fig. 13. Pairwise Spearman correlation between the variables that have at least a moderate correlation on one time period. We classify the absolute values of the correlation $r$ as follows [25]: very weak ($r < 0.2$); weak ($r < 0.4$); moderate ($r < 0.6$); strong ($r < 0.8$); very strong ($r \geq 0.8$).

The variable `smart_5_diff` and the target variable evolve from moderate to strong, while the correlation between the variable `smart_12` and the variable `smart_193` evolves from moderate to weak over time.

Summary of RQ3

Concept drift exists in the operation data, which can be explained by the fact that the relationship between the variables in the operation data evolves over time. Practitioners and researchers should proactively detect and address the problem of concept drift in their AIOps solutions.

7 RQ4: HOW SHOULD WE MAINTAIN AND UPDATE MODELS THAT ARE DEPLOYED IN PRACTICE TO MITIGATE THE RISK OF CONCEPT DRIFT?

7.1 Motivation

In the last research question (Section 6), we show that concept drift issues do exist in our studied operation datasets. Such concept drift may lead to obsolescence of AIOps models, i.e., a model trained from the previous data may become outdated. This research question aims to evaluate the impact of updating a model on reducing the impact of the concept drift. We also study how different model update frequency impacts the performance and cost of AIOps models.
7.2 Approach

We measure whether continuously retraining a model can help reduce the impact of concept drift in AIoPs models. To do so, we compare how the performance of a model evolves when using a periodically updated model compared to a stationary model, which are illustrated in Figure 14 and defined as follows:

- **The stationary model.** It is a model trained on an initial time window (e.g., the first six months for the Backblaze data) and never gets updated. In our evaluation, we consider a stationary model trained on the first half of the data, which consists of the first fourteen days from the Google dataset and the first six months from the Backblaze datasets.

- **The periodically updated model.** Contrary to the stationary model built on an initial time window, the periodically updated model is updated using the latest available data (i.e., the data in a sliding window that moves forward over time). We do not use all the historical data to update the model (instead use the data in the latest sliding window), as it is difficult to scale, especially when the model needs to be updated frequently (e.g., in an online deployment environment). Besides, updating the model using all the historical data may not lead to better model performance than only using the new data in the latest sliding window [51].

In our evaluation, we split samples into multiple time periods of one-day and one-month, and initially train a model on the first fourteen days and six months from the Google and Backblaze datasets, respectively. Then, we slide the training window forward by one period, train the model using the data in the training window, and test the model on the next period. For example, we first train a model on the Backblaze dataset on the first six months, test it on the seventh month. Then, we train a model on the data between the second and the seventh months and test the model on the eighth month. We also compute the statistical difference (Wilcoxon Mann Whitney test) and the effect size (Cliff’s $\delta$) between the performance on the stationary model and on the periodically updated model on each testing time window to measure the significance and magnitude of the difference.

**Analyzing the impact of time period sizes.** In order to understand how frequently one should update AIoPs models, we divide the whole dataset into $N$ equal-size time periods (i.e., chunks) to train the periodically updated models. Note that we use a fixed sliding window size (i.e., half of the whole data) for different $N$ settings. In the beginning, we train a model using the first half of the data. Then, we simulate the scenario of updating the model when the data chunk in a new time period becomes available and use the periodically updated model to predict the samples in the data chunk of the next time period. In this work, we vary $N$ from 4 to 24. For each $N$ setting, we evaluate the overall model performance on all the tested time periods (i.e., by comparing the predicted results and observed results on all the tested data combined) and the total training and testing time (i.e., the modeling cost).
In this research question, we consider the same models (i.e., RF, CART, NN, RGF, and SVM) and the same performance metrics (i.e., F1-measure, AUC, and MCC) that are used in RQ2.

### 7.3 Results

**Periodically updated AIOps models provide better performance than the stationary models, which suggest modelers update their AIOps models periodically.** As shown in Figure 15a and Figure 15b, periodically updating the models achieve a better performance in terms of the evaluated metrics than using a stationary model, and overall the difference becomes bigger when the distance between the training periods of the stationary model and the testing period becomes larger. We observe that the stationary models and the periodically updated models have a bigger difference on the Google dataset than on the Backblaze dataset, which may be explained by the fact that the Google dataset have a more severe concept drift issue (as discussed in Section 6).

We also use the Wilcoxon test and Cliff’s $\delta$ to measure the significance and magnitude of the performance difference between the stationary and periodically updated models on each testing window after the first testing window (on which the stationary model and periodically updated model have the same training set thus no significant performance difference). On Google data, we observe that after the third testing period (i.e., the 17th time period), all models have a statistically different (Wilcoxon test; p-value < 0.05) performance with at least a medium effect size (Cliff’s $\delta$, $\delta \geq 0.474$) on all three performance metrics, except on the 26th and 27th period of NN model and the 19th period of the RGF model, where the MCC and F1 score do not have a significant difference; and the 18th, 24th to 26th time periods of the SVM model, where the performance difference of AUC metric is not significant, and the effect size is negligible or small. We observe 11, 10, 10, 10, and 7 out of 13 testing periods have a statistically different performance with at least a medium effect size on all three performance metrics using the RF, CART, NN, RGF, and SVM models, respectively.

On the Backblaze data, the models generally have a statistically different (Wilcoxon test; p-value < 0.05) performance with at least a medium effect size (Cliff’s $\delta$, $\delta \geq 0.474$) on the five testing periods starting from the 8th time window but with more exceptions. On the RF and SVM models, only the performance on 1 out of 5 time period does not show a significant difference or at least a medium effect size on one of the performance metrics, while using the NN, CART, and RGF models, the performance on 2 out of 5 periods does not have a significant performance difference for at least one metric.

Finally, we observe that periodically updating some models achieves better performance improvement than updating other models. For example, updating the CART model achieves an average AUC improvement of 0.04 on the Google dataset, while updating the SVM model achieves an average AUC improvement of only 0.01. Our result on the performance difference between the stationary and periodically updated models further proves the existence of concept drift.

**Increasing the frequency of updating the AIOps models can improve the performance, while the improvement shows difference across models and datasets.** Figure 16 shows the overall performance of the models (in terms of AUC) when we vary the number of time periods (i.e., $N$). Other performance metrics show a similar trend. In most cases, increasing the model update frequency can gradually improve model performance. For example, the AUC of the CART model on the Backblaze dataset increases by 3.5% (i.e., from 0.85 to 0.88) when we increase the number of time periods from 4 to 24 (the AUC of the stationary model, i.e., when $N = 2$, is 0.84). However, in some cases, for example, when updating the SVM model on the Backblaze dataset, we did not observe any performance improvement. We infer that some models (e.g., RGF) can not learn the evolving patterns in the datasets, thus are less sensitive to the update frequency.
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Increasing the model update frequency increase the overall cost of AIOps models; however, the cost increase varies significantly across models and datasets. Figure 17 shows the overall time cost (including both training and testing time) of updating different models at different update frequencies relative to the time cost of the stationary model. Updating some models (e.g., NN and CART) imposes a higher cost than updating other models (e.g., RF, RGF, and SVM). For example, changing the update frequency of the NN model from 4 to 24 leads to a 5.6 times increase of the time cost on the Backblaze dataset. In comparison, changing the update frequency of the RF model from 4 to 24 only leads to a 1.8 times increase of the time cost on the Backblaze dataset. Finally, it may not be cost-effective to increase the model update frequency for some models. For example, increasing the update frequency of the NN model

Fig. 15. Comparison between the performance of the stationary and periodically updated models.
from 4 to 24 only lead to an AUC improvement of 1.99% and 0.78% on the Google and Backblaze datasets, respectively, while it results in 6.0 and 5.6 times of modeling cost (including both training time and testing time) increase, respectively.

Updating the models more frequently increases the training cost proportionally to the update frequency. However, the overall testing time should remain consistent for different update frequencies as the models are tested on the same testing data. Therefore, the models’ overall update cost is different due to the different ratios between these models’ training and testing costs. For example, for the Backblaze dataset, the ratio between the total training cost and the total testing cost is 0.59, 0.48, and 0.49 for the RF, RGF, and SVM models, respectively, while the ratio is 32.90 and 3.15 for the NN and CART models, respectively. For typical machine learning applications, the training cost is far higher than the testing cost. However, when under-sampling is applied in AIOps models (as in this work), the cost of model training might be comparable to the cost of model testing, particularly for certain models (e.g., RF). Therefore, increasing the update frequency of such models come at a relatively lower cost. In general, increasing the model update frequency for the Google dataset leads to a higher ratio of the cost increase, which might be explained by the fact that the target classes in the Google dataset are relatively more balanced than that in the Backblaze dataset, as a higher data imbalance leads to a larger reduction in the training data after applying under-sampling.

7.4 Discussion

**Prequential performance.** To further understand the evolution of the performance of the models over time, we also evaluate the prequential AUC [8, 10] in addition to the three metrics we used to measure model performance (i.e., AUC, F1 score, and MCC). In the context of data streams, a classifier’s predictive ability is usually calculated with forgetting, i.e., focusing sequentially on the most recent examples [27]. Prequential AUC [8, 10] provides an efficient way to compute AUC incrementally after each example by using a special red-black tree structure to keep the prediction results within a sliding window. Prequential AUC provides consistent results with traditional AUC [10].

The computation of prequential AUC requires a pre-determined sliding window. In our case, we choose a 10K-sample window for the Google data and a 100K-sample window for the Backblaze data to ensure sufficient samples of the minority classes in the window. We do not test other window sizes as prior work [10] reports that it only has a negligible
impact on the resulting AUC estimation. We compute the prequential AUC on the RF model for the two studied datasets to observe the evolution of the performance of the periodically updated and stationary models after each sample. As shown in Figure 18, on both datasets, the periodically updated models have a better performance than the stationary models for most of the samples, which matches the results of our block-wise AUC estimation.

**The impact of using different model configurations.** Similar to RQ2, in order to study the impact of hyperparameters on our findings, we vary the hyperparameters of the models. Specifically, we apply the optimized hyperparameter settings obtained from the random search on our models and carry out the same experiments in this RQ. Overall, we observe a similar trend when comparing the performance of the stationary and periodically updated models. The stationary and periodically updated models have a rather similar performance at the first testing periods, then the periodically updated models outperform the stationary ones, and the performance difference becomes bigger as the time period proceeds. For example, the AUC performance of the stationary and periodically updated CART models on the Google data both begins with 0.90 on the second testing period while ends up with 0.83 for the stationary model and 0.90 for the periodically updated model on the last period. Besides, we observe almost the same trend as our experiments above for the performance and training time impact of the update frequency.

We also conducted experiments to investigate whether highly-tuned models are more sensitive to concept drift. Specifically, we compare the performance of the same models between the default and the optimized hyperparameter settings. Our intuition is that a highly-tuned model would produce a larger performance difference from the default configuration. We find that the NN and CART models show the largest performance differences between the default and the optimized hyperparameters. For example, the stationary NN and CART models show an average relative performance difference of 13.4% and 4.0%, respectively. However, the NN and CART models are not necessarily more sensitive to concept drift (see Figure 15). In other words, we do not find any observable evidence to support that highly-tuned models are more sensitive to concept drift.
Due to the existence of concept drift, AIOps models should be updated periodically, as periodically updated models outperform stationary models. In general, increasing the frequency of updating AIOps models can lead to better performance while increasing the modeling cost. However, the performance benefit and modeling cost of increasing the update frequency show very different trends across models and datasets.

8 THREATS TO VALIDITY

8.1 External Validity

An external threat to validity concerns the generalizability of our results to other datasets, models, and predicted features (target variables). While we do not generalize our results, our study considers popular datasets (i.e., the Google cluster trace dataset and the Backblaze disk stats dataset) and models (i.e., RF, CART, SVM, RGF, and NN) on two types of AIOps tasks. Future work can replicate our study on more datasets, models, and other target variables.

In this study, we focus on general models and approaches that have been used in prior AIOps works. As prior works use only traditional AI models (e.g., RF, NN, and CART), we did not assess whether our techniques and results would be generalized to other AI models (e.g., online learning models or deep learning-based models).

Fig. 18. Comparison between the prequential AUC of the stationary and periodically updated approaches on RF model.
This work examines existing approaches from the machine learning community for handling data leakage and concept drift problems in the context of AIOps. In theory, AIOps problems can be tackled by traditional machine learning techniques. However, as the operation data is constantly evolving and usually contains heterogeneous data types, special considerations may be needed for tackling such AIOps problems.

8.2 Internal Validity

An internal threat to validity concerns the performance of the model, which might be impacted by the characteristics of the training or testing datasets. To mitigate this risk, we consider 100 different samples for random-splitting strategies, and we also consider different splitting ratios for both time-based and random-based splitting strategies.

Although the data could be partitioned into time periods of other sizes, we consider the natural time periods (e.g., days and months) such that practitioners can better leverage the tools to maintain their models (e.g., daily or monthly), similar to approaches used in prior works [49, 51, 89].

Our RQ1 and RQ2 examine the data leakage issues in the AIOps context. We would like to clarify that, while the data leakage issues impact the evaluation of AIOps models (i.e., over-estimate the model performance), they do not impact the actual performance of a model that is trained on collected historical data and applied on unseen field data.

8.3 Construct Validity

A construct threat to validity considers the threshold of 0.5 that we used when calculating the F1 score and MCC for classifying a positive outcome. The performance and conclusions may change by changing the threshold [79]. To mitigate the versatility of the conclusion from the threshold-dependent metrics, we also evaluated the model performance with AUC, a threshold-independent metric for model evaluation.

Another threat to construct validity concerns our model training process. We reuse the hyperparameters from the prior studies or manually tune the hyperparameters. Considering using other hyperparameters may lead to different model performance, in Section 5 and Section 7, we vary the hyperparameters of the models using a random search and demonstrate that our main findings can be applicable to models with different hyperparameter configurations.

There may be other potential threats concerning our model training process. Nevertheless, we replicate the machine learning workflow of the prior studies [5, 24, 57] while only changing the data splitting strategies.

9 CONCLUSIONS AND FUTURE WORK

In this paper, we study the data leakage and concept drift challenges in the context of AIOps and evaluate the impact of different modeling decisions on such challenges. Specifically, we perform a case study on two commonly studied AIOps applications: (1) predicting job failures based on trace data from a large-scale cluster environment, and (2) predicting disk failures based on disk monitoring data from a large-scale cloud storage environment. Our results demonstrate that data leakage and concept drift issues exist in the operation data and should not be ignored in AIOps solutions. We observe that time-based splitting of training and validation data is more appropriate for AIOps model evaluation, which calls for caution on AIOps practices that attempt to evaluate their AIOps models using random-based splitting that could cause data leakage. We also observe that periodically update AIOps models can help mitigate the impact of concept drift and maintain the model performance, while the frequency of model update should be cautiously considered in the context of the dataset and the used models. Our findings motivate AIOps practitioners and software solutions that manage the AIOps life-cycle to carefully address the data splitting-related challenges (e.g., data leakage and concept drift) in developing and maintaining AIOps solutions. As prior AIOps works are still using approaches that
could induce the data leakage and concept drift issues, our work also calls for attention to the two challenges for future AIOps studies.

Our study highlights the issues and presents the best practices to handle the data leakage and concept drift in the context of AIOps solutions. In the future, we plan to assess the impact of different data splitting strategies on additional AI models (e.g., online learning models and deep learning-based models). In addition, we also seek to develop automated solutions to detect and mitigate data leakage and concept drift problems in various AIOps solutions. Finally, as operation datasets are usually very large and are constantly generating, we also intend to explore more resource-efficient approaches to develop and maintain high-quality AIOps solutions over time.
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